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Abstract

This research uses functional data modeling to study the price formation process in online auctions. It conceptualizes the price evolution and its first and second derivatives (velocity and acceleration respectively) as the primary objects of interest. Together these three functional objects permit us to talk about the dynamics of an auction, and how the influence of different factors vary throughout the auction. For instance, we find that the incremental impact of an additional bidder’s arrival on the rate of price increase is smaller towards the end of the auction. Our analysis suggests that “stakes” do matter and that the rate of price increase is faster for more expensive items, especially at the start and the end of an auction. We observe that higher seller ratings (which correlate with experience) positively influence the price dynamics, but the effect is weaker in auctions with longer durations. Interestingly, we find that the price level is negatively related to auction duration when the seller has low rating whereas in auctions with high-rated sellers longer auctions achieve higher price levels throughout the auction, and especially at the start and end. Our methodological contributions include the introduction of functional data analysis as a useful toolkit for exploring the structural characteristics of electronic markets.
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1. Introduction and background

Auctions have long served as operationally simple mechanisms that coordinate privately held information quickly and accurately to achieve efficient exchange. In doing so, they play a critical role in informing us about the underlying price formation process. Nowhere is this more evident than on eBay, perhaps the world’s largest online auction house, where over a billion items were listed for sale in 2006. The focus of this research is to shed new light on the dynamics of the price formation process of online auctions on eBay. We depart from extant online auction research by conceptualizing the auction price evolution and its first and second derivatives (signifying price velocity and acceleration respectively) as our primary objects of interest. By price velocity we mean the speed of the price increase and...
similarly by price acceleration we mean the rate at which this speed changes\(^2\).

There is a growing amount of evidence that dynamics matter in the online environment and that the study thereof can have significant benefits for all parties involved in an online transaction. [12] study eBay auctions and find that price dynamics can be very heterogeneous, even for auctions of the same product. Similarly, [20] study the heterogeneity of dynamics in auctions for modern Indian art. [25] use price dynamics to create real-time forecasting models for ongoing auctions and find that these dynamic models significantly outperform models that use only static information. [11] develop visualizations for the price formation process and its dynamics to study the effect of concurrency among online auctions. Dynamics also matter outside the auction environment. [23] for instance investigate the evolution of open source software projects using dynamic models. An overview of recent advances in dynamic modeling for electronic markets can be found in [13].

Commencing primarily after the seminal piece by [24], the extensive auction theory literature has limited its attention to explanatory power of the static auction price measure. Using online auction price information, researchers have investigated the revenue equivalence across auction formats [16], the impact of mechanism design choices made by sellers [2], the determinants of price [17], consumer surplus levels [6] and the magnitude of reputation premiums (see [8,1]), bapavl:2002. The interested reader is referred to a recent exhaustive survey of online auction research by [3]. In this paper, we emphasize the importance of understanding and exploring the means to the end of getting to the price, namely the price formation process.

We achieve our goal by leveraging some of the most recent statistical methodological advances in functional data modeling that allow for input and/or output variables to be functional objects. The functional data modeling toolkit that we present permits us to study determinants of an auction’s price formation by estimating time varying functional relationships (as opposed to scalar betas) that relate the auction’s price formation process to its explanatory factors. Thus, we obtain insights into how the magnitude and significance of an effect, (e.g., the seller’s rating), varies as an auction progresses.

Based on prior research, we limit our attention to five sets of explanatory variables and their interactions. To the best of our knowledge, prior applications of functional data modeling with a functional response have not studied interactions between explanatory variables. Yet, auction theory [3,6] informs us that such interactions do play a role in influencing an auction’s closing price, and hence can be expected to influence the price formation. Our five sets of explanatory variables include product characteristics, and seller and bidder characteristics as measured by their eBay ratings. They also include seller mechanism design choices, namely the starting price level, the auction duration and the usage of a hidden reserve. Interestingly, our data (described further in Section 4) consist of auctions in three major currencies, namely US Dollar, Great Britain Pound and the Euro. This allows us to examine differences between the US and European markets as well as product item category effects. We elaborate on each of these in Section 3.

We believe that understanding the drivers of an auction’s price formation, its velocity and its acceleration is a critical first step towards being able to pursue dynamic mechanism design in the online auction environment. [5] point out that a largely unconsidered aspect of the online auction environment is how the technologically-enhanced information gathering and processing capabilities might be used to perform real-time auction calibration. For instance, given that acceleration leads to change in velocity, which in our context subsequently impacts the price evolution, it is worth considering the impact that dynamic bid increments, designed to nudge a given auction towards a desirable trajectory, would have on an auction’s price evolution and on bidding behavior. In this research, we attempt to begin this dialogue by developing a methodological toolset that allows us to understand what factors influence the dynamics of online auctions’ price formation.

In the next Section we introduce the methodological toolkit necessary for investigating the dynamic price formation process. This toolkit relies heavily on ideas from what is often referred to as “Functional Data Analysis”.

\(^2\) The ability to measure velocity and acceleration permits us to formalize novel concepts such as an auction’s energy. In physics, energy (or more precisely kinetic energy) is referred to as “the capacity to do work.” That is, kinetic energy \(E\) is defined as \(E = M \times v^2 / 2\), where \(M\) refers to “mass” and \(v\) refers to “velocity.” Note that velocity is a function of distance and time: if the velocity is higher, then we can pass through the same distance in faster time. In the auction context we are interested in auction’s capacity to move the price. Items of higher value have more mass, and the price velocity measures how fast the auction can move the price of item a certain distance.
2. Functional models for online auctions

Functional data analysis models are becoming increasingly popular, in particular in statistics and related disciplines. Functional models distinguish themselves from traditional statistical models in that the input and/or the output variables (i.e., x and/or y) can be a functional object rather than simply a data vector. The process of functional auction modeling begins by representing the price path in a single auction by a continuous curve. After the underlying curve is estimated, or “recovered”, we model the relationship between the price path and suitable predictor variables using functional regression modeling. An overview of the functional data analysis process is given in Fig. 1.

2.1. Recovering the functional object and data smoothing

There exist a variety of methods for recovering an underlying functional object from a set of data, and these methods are often referred to as data smoothing. Here, we focus on one particular method that provides good flexibility for 1-dimensional smoothing problems: the polynomial smoothing spline.

Consider a polynomial spline of degree \( p \):

\[
    f(t) = \tilde{\beta}_0 + \tilde{\beta}_1 t + \tilde{\beta}_2 t^2 + \cdots + \tilde{\beta}_p t^p
    + \sum_{l=1}^{L} \tilde{\beta}_l \left[ (t - \tau_l)_+ \right]^p,
\]

where the constants \( \tau_1, \ldots, \tau_L \) are a set of \( L \) knots and \( u_+ = u_{[u \geq 0]} \) denotes the positive part of the function \( u \). The choices of \( L \) and \( p \) strongly influence the local variability of the function \( f \), with larger values resulting in a rougher \( f \), exhibiting larger deviation from a straight line. While this may result in a very good data fit, a locally very variable function may not recover or identify the underlying trend very well. One can measure the degree of departure from a straight line by defining a roughness penalty \( \text{PEN}_m \) as

\[
    \text{PEN}_m = \int \{ D^m f(t) \}^2 dt,
\]

where \( D^m f \), \( m=1,2,3,\ldots \), denotes the \( m \)th derivative of the function \( f \). For \( m=2 \), for instance, \( \text{PEN}_2 \) yields the integrated squared second derivative of \( f \) which is sensitive to the curvature of the function \( f \).

Fitting a polynomial smoothing spline to the observed data \( \tilde{y}_1, \ldots, \tilde{y}_n \) involves finding the coefficients \((\tilde{\beta}_0, \tilde{\beta}_1, \ldots, \tilde{\beta}_p, \tilde{\beta}_{p+1}, \ldots \tilde{\beta}_L)^T\) of Eq. (1) that minimize the penalized residual sum of squares

\[
    Q_{\lambda,m} = \lambda \times \text{PEN}_m + \sum_{i=1}^{n} \{ \tilde{y}_i - f(t_i) \}^2, \tag{2}
\]

where the smoothing parameter \( \lambda \geq 0 \) controls the trade-off between the data-fit, as measured by the summation on the right-hand side of Eq. (2), and the local variability of the function \( f \), measured by the roughness penalty \( \text{PEN}_m \). Minimization of the penalized residual sum of squares Eq. (2) is done in a way very similar to the minimization of the least squares operator in standard regression analysis (see Appendix A for more details).

Smoothing splines are a flexible and computational efficient way to represent complicated relationships among data. Moreover, they allow for a convenient estimation of the curve’s derivatives. Consider Fig. 2 for illustration. Suppose an auction receives a total of \( n \) bids. Let \( \tilde{y}_1, \ldots, \tilde{y}_n \) denote the values of these \( n \) bids and let \( t_1, \ldots, t_n \) denote the times when these bids were placed. For a 7-day auction, for instance, the \( t_i \)'s will be values in the interval \([0,6]\). The circles in the top panel of Fig. 2 correspond to the scatterplot of the log-bid values, log \((\tilde{y}_i)\), versus the times \( t_i \). The continuous curve in that top panel shows a smoothing spline of order \( m=4 \) using a smoothing parameter \( \lambda = 50 \).

Functional auction modeling now proceeds as follows. Similar to Fig. 2, we estimate a smoothing spline for each individual auction. This will be our price evolution. Let \( f_j(t) \) denote the smoothing spline pertaining to the \( j \)th auction. In subsequent analyses, \( f_j(t) \) is used in place of the original data \( \tilde{y}_1, \ldots, \tilde{y}_n \).

---

3 In this work we refer to a bid as the willingness-to-pay (WTP) value that is posted on eBay’s completed auction web-site.

4 Bids are extremely skewed. Using a log-transformation eases that skew and allows for a better capture of the price path via smooth objects.
2.2. Curve derivatives and auction dynamics

One of our modeling goals is to capture the dynamics of an auction. While the smoothing spline \( f(t) \) describes the magnitude of the current price, it does not reveal the dynamics of how fast the price is changing or moving. Attributes that we typically associate with a moving object are its velocity (or its speed) as well as its acceleration. Note that we can compute the price velocity and price acceleration via the first and second derivative, \( f'(t) \) and \( f''(t) \), of the smoothing spline \( f(t) \), respectively.

Consider again Fig. 2 for illustration. The middle panel corresponds to the price velocity \( (f'(t)) \) or the first derivative of the smoothing spline \( f(t) \). Similarly, the bottom panel shows the price acceleration \( (f''(t)) \). The price velocity has several interesting features. First, note that it starts out at a relatively high mark, at a value of about 0.2. The reason for this is a relatively high starting price which was set at $72 for this item. On a log-scale, this corresponds to a value of \( \log(72) \approx 4.28 \). Thus, the first incoming bid has to overcome this mark. Indeed, the first bid arrives only about 3 h after the opening of the auction and has a value of \( \log(73) \approx 4.29 \). This bid corresponds to a significant “instantaneous jump” from zero and the price velocity captures this jump and translates it into a high initial speed.

After the initial high speed, the price increase slows down over the next several days, reaching a value close to zero mid-way through the auction. A close-to-zero price velocity means that the price-increase is extremely slow. In fact, between the end of day 3 and the end of day 4 (i.e. between bid #5 and bid #6 in Fig. 2) the increase in log-price equals 0.01 (=4.58–4.57). This corresponds to an increase of the price by only $1! This is in stark contrast with the price-increase on the last day where the log-price increases by 0.36 (=4.97–4.61), or nearly $44!

The bottom panel in Fig. 2 represents the price-acceleration. We can see that price acceleration is increasing over the entire auction duration. This implies that the auction is constantly experiencing forces that increase its price velocity. For instance, while 6 bids arrive in the first half of the auction, 9 bids arrive in the second half. With every new bid, the auction experiences new forces. The magnitude of the force depends on the size of the price-increment. Smaller price-increments will result in a smaller force. On the other hand, a large number of small consecutive price-increments will result in a large force. For instance, the last 8 bids in Fig. 2 all arrive during the last day of the auction. While the increment of each of the 8 individual bids is relatively small, they have a large combined effect on the auction, causing the price acceleration to increase by over 45%, from .11 to .16. As pointed out above, this translates to a steep price increase of $44.

2.3. The functional regression model

One of the goals of statistical modeling is to study the change of a response variable in reaction to changes in explanatory variables. In traditional statistical models, both the response variable and predictor variables have either scalar or vector values, representing univariate or multivariate data. In functional modeling, however, these variables may be more general, functional objects. In the context of auction modeling, the response variable is the price evolution \( f(t) \) that describes the process of the price-progress over time. Explanatory variables are auction characteristics like the starting price, the product category, a seller’s rating, or a bidder’s rating. The functional approach allows that, in addition to the price path, we can also model the price dynamics. Such a model enables us to study those factors that influence the price velocity \( f'(t) \) and the price acceleration \( f''(t) \) and subsequently leads to a better understanding of the price formation process.
We first describe the general functional regression model and its estimation process. We use vector notation similar to that of ordinary least squares. Let \( Y(t) = (y_1(t), y_2(t), \ldots, y_J(t)) \) be a \( J \times 1 \) vector of functional objects where \( J \) denotes the total number of auctions. For instance, if we model the current price, then we set \( y_J(t) = f(t) \). On the other hand, if we want to find a model for the price velocity, we set \( y_J(t) = f_{\prime}(t) \), and so on. Let \( Z \) denote the \( J \times (q+1) \) design matrix,

\[
Z = \begin{pmatrix}
1, z_{1j}, \ldots, z_{1q} \\
1, z_{2j}, \ldots, z_{2q} \\
\vdots \\
1, z_{Nj}, \ldots, z_{Nq}
\end{pmatrix}
\]

For instance, if the first covariate is the starting price of the auction, then we set \( Z_{j1} = \text{starting price for auction number } j \). If the second covariate is the seller’s rating then we set \( Z_{j2} = \text{seller rating for auction number } j \), and so forth. While the model formulation so far strongly resembles ordinary least squares, one of the main differences is that we use parameter curves rather than parameter vectors. Define a \( q \)-vector of parameter curves \( \beta(t) = (\beta_0(t), \beta_1(t), \beta_2(t), \ldots, \beta_q(t)) \). At every time point \( t \), \( \beta(t) \) measures the influence of the first covariate on the average response curve \( y(t) \). For instance if we set \( y_J(t) = f(t) \) in order to model the bid acceleration (where \( t \) is the day of the auction, and \( \beta_1(t) \) denotes the parameter curve corresponding to the starting price), then \( \beta_1(2) \) measures the average unit change in the price acceleration for a unit increase in the starting price on the second day of the auction (holding all other factors constant). Similarly, \( \beta_1(6) \) measures this unit change on the sixth day of the auction. Thus, the flexibility of the functional approach stems from the fact that functional regression models capture the change of the covariates’ influence on the response over time. This is in contrast to traditional models where the parameters remain constant. These varying-parameter models are very useful in the online auction context since the relationship between, say, the starting price and the current price can be expected to change over the course of the auction.

While the functional regression model allows for a better understanding of the change in the price formation process (and its dynamics), it also allows for new insight into the factors that lead to that change. Consider variables like the bidder rating or the number of bidders. Both of these variables are dynamic. That is, they differ from static variables like the starting price or the seller’s rating in that the information changes with every new incoming bid. Consider Fig. 3 which shows the current average bidder rating for some auction. Functional regression models can account for the changing nature of variables by introducing dynamic covariates. Dynamic covariates can reveal additional insight into the bid formation process which would otherwise be lost.

Estimation of the parameter curves proceeds as follows. We attempt to find \( \beta(t) \) such that the expected value of \( Y(t) \) equals \( Z\beta(t) \) for each value of \( t \). This problem can be written similar to the least squares minimization objective of ordinary regression. The objective function

\[
\text{ISSE}(\beta) = \int \left\| \mathbf{Y}(t) - Z\mathbf{\beta}(t) \right\|^2 dt
\]

defines the integrated error sum of squares (ISSE), where \( \| \cdot \| \) denotes the Euclidian norm. The goal is to find \( \beta(t) \) that minimizes ISSE. [19] point out that since there is no particular restriction on the way in which \( \beta(t) \) varies as a function of \( t \), one can minimize ISSE by minimizing \( \| \mathbf{Y}(t) - Z\mathbf{\beta}(t) \|^2 \) on a suitable grid of values \( t_1, t_2, \ldots, t_n \). This yields a sequence of parameter estimates \( \hat{\beta}(t_1), \ldots, \hat{\beta}(t_n) \). One then reconstructs the continuous parameter vector \( \hat{\beta}(t) \) by simply interpolating between the values \( \hat{\beta}(t_1), \ldots, \hat{\beta}(t_n) \).

2.4. Interpretation of the estimated functional regression model

One of the challenges of functional regression modeling is the careful interpretation of the results.

\[\text{An alternative – and equivalent – way is to operate on the spline coefficients rather than on grid [19].}\]
Consider Fig. 4 for illustration. We see that the parameter curve for the starting price follows a decreasing, S-shaped path. This has several implications. Overall, the parameter curve is positive during the entire auction duration, indicating a positive relationship between the starting price and the current price. In other words, higher starting prices are associated with higher prices at any time during the auction. Note, however, that the parameter curve is at its peak at the auction start \( \hat{\beta}(0) \approx 0.62 \) and then decreases towards day 7, implying that the strength of the relationship between the starting price and the current price is continuously weakening. At the auction end, the parameter estimate has decreased to a value of only \( \hat{\beta}(7) \approx 0.43 \). The steep decline in the coefficient towards the auction end implies that the information contained in the starting price loses its usefulness for explaining the auction price as the auction progresses. We will re-visit this interesting finding in the next Section.

3. Explanatory variable selection

We elaborate on five sets of explanatory variables, relying heavily on the online auction literature from Economics and Information Systems (IS).

a) Seller’s mechanism design choices: sellers, who strive to maximize their revenues, can be expected to strategize on eBay by choosing the appropriate combination of starting price level, auction duration, and the usage of a hidden reserve price. Starting price can be interpreted as an open reserve price and prior research has contrasted the comparative effectiveness of open versus hidden reserve prices on sellers’ expected revenue. [18] formulates the optimal (seller revenue maximizing) auction design problem as being equivalent to deriving the optimal open reserve price. [14] in a field experiment selling Pokemon cards, find that hidden (secret) reserve prices make sellers worse off, by reducing the probability of the auction resulting in a sale, deterring serious bidders from entering the auction, and lowering the expected transaction price of the auction. In contrast, [2], based on an econometric estimation, suggest that optimally chosen hidden reserve prices can yield the seller one percent higher revenues. Thus, the evidence seems mixed with respect to how the seller’s usage of hidden reserve prices impacts the auction price. In this paper, we extend this line of enquiry to consider if and how starting price levels influence the price formation curve of an auction, its velocity and its acceleration. It is well established that, on eBay, lowering starting prices attracts more bidders [2,17]. In addition, prior research also suggests that when a seller chooses to have her auction last for a longer number of days, this significantly increases the average auction price [17].

b) Seller characteristics: eBay’s feedback reputation system has been widely investigated and studies indicate that sellers with higher reputations engender trust and extract premiums [see [8], [1]]. It can also be argued that sellers with more experience, also proxied by feedback ratings, make better mechanism design choices to maximize expected auction price. Thus, while prior research has shown seller rating to have a positive influence on the final auction price, it is not known how the informational content of this explanatory variable gains, or loses, influence price as the auction progresses.

c) Product characteristics: in contrast to the above-mentioned empirical studies on eBay [2,14,17] that controlled for product heterogeneity, our dataset is diverse, covering all but 2 of eBay’s 30 major item categories, with prices ranging from 1 cent to about $1000. This allows us to test the implications of stakes and product attributes on price formation in a far more generalizable setting. [22] have predicted that individuals’ behavior will more closely match the predictions of rational behavior as the stakes of the decision increase. Marketing theories suggest that as stakes get higher, consumers get more involved in finding the best price for their product [7]. In addition, we pointed out earlier the strong connection between an auction’s current price level and eBay’s minimum required increment. Based on these studies, we expect the final auction price, which proxies for an item’s value, to have a significant influence on the price formation.
process. With respect to item categories, issues such as condition of the good, bidder’s confidence in the expressed condition of the good, the degree of expertise required in assessing the market value of the good, possibilities of easy resale in electronic markets, the value of private consumption of the good, as well as hedonic aspects of outbidding one’s rivals confound any priors with respect to item-category-wise price formation. We will thus let the data speak.

d) **Bidder characteristics:** we collect information on a bidder’s rating as a proxy for their experience on eBay. We expect more experienced bidders to have more confidence in their valuations and hence have a significant influence on the auction’s price dynamics.

e) **Market characteristics:** we are fortunate to have significant data in three prominent currencies, namely US Dollar (USD), Great Britain Pound (GBP) and the Euro. This allows us to test, for the first time, whether price formation differs across geographical markets. While there has been prior research in looking at the efficiency of auction formats across different countries [15], this study represents a first in comparing the price formation processes across countries. Given that eBay was founded in the US and subsequently expanded to UK and Europe, it is reasonable to expect that the US market and its bidders have greater experience with bidding and strategizing. Lastly, as can be expected, we propose that the level of competition in an auction, reflected in the current number of bidders, positively influences the price dynamics, but it is not clear how this effect changes as the auction progresses. We also have data on the total number of bids in an auction. However, total number of bids is highly correlated with the total number of bidders and thus does not add any additional explanatory power to our regression models. Additionally, we examine the interaction between the current number of bidders and the starting price. We describe the number of competing bidders under market characteristics and examine its interaction with starting price. It is well established that, on eBay, lowering starting prices attracts more bidders [2,17]. Yet, we are not aware of any study to date that has examined the time sensitivity of this effect.

4. **Empirical application and results**

4.1. **Data description**

The data used in our analysis consist of a random sample of 1009 auctions that took place on one single day on eBay’s auction page. To obtain this sample, we undertook a “title and description”; advanced search of eBay auctions using the phrase “May-13-04.” This returned approximately 10,000 eBay listings with this test string anywhere in the HTML text. Subsequently, after the last of these auctions closed, we obtained the auction information by parsing the HTML pages of only competitive auctions, that is those with at least two submitted bids.

The auctions we considered were carried out in three different currencies, USD, GBP and the Euro. The items auctioned were across a wide variety of categories spanning all but 2 of eBay’s 30 high level categories. In order to maintain a smaller cardinality level, we grouped the items into 17 major categories. Only recently have currency and category become part of major eBay studies (see [6]).

For each of these auctions we collected the entire eBay bid-history. That is, for each bid in a particular auction we recorded the time when the bid was placed as well as the amount of the bid. These bid-histories form the basis of our functional model: let \( t_i \) denotes the time (in days) of the \( i \)-th bid and \( y_i \) the corresponding bid amount. The smoothing spline from Section 1 is calibrated on the data \( y_1, \ldots, y_n \).

In addition to the bid-histories, we also collected information on the seller’s and the bidders’ characteristics, the product and the market characteristics. That is, we recorded the starting price and the duration of the auction, the seller’s, bidders’ and the winner’s rating, the product price, the number of unique bidders and the number of bids placed. The top part of Table 1 shows summary statistics for these 8 variables. Finally, for each auction we recorded the monetary variables starting price, individual bids and final price in their original currency as well as in their USD equivalents. For our subsequent analyses we used the USD equivalents for all three currencies. The bottom part in Table 1 shows the summary statistics broken up by currency.

---

6 A large percentage of eBay auctions get no bids at all. Of the remaining auctions, many receive only one single bid. Our methodology of fitting price curves to data only works for auctions with at least two bids. In that sense, our results apply only to competitive auctions.

7 See Table 2 for a description of the groupings and break-down of the categories.

8 We record the proxy bids shown on eBay’s bid history pages. We then transform the proxy bids into live bids which reflect the “current price” shown during the auction. This enables to capture the monotone nature of auctions.

9 Recall the top panel in Fig. 2 which shows an example of log-bids, \( \log (y_i) \), together with the estimated smoothing splines.

10 eBay provides approximate conversion rates on its web page.
Table 1
Summary statistics for continuous variables

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpeningBid</td>
<td>9.24</td>
<td>2.45</td>
<td>30.27</td>
<td>0.01</td>
<td>650.00</td>
</tr>
<tr>
<td>Price</td>
<td>51.70</td>
<td>15.45</td>
<td>112.06</td>
<td>0.06</td>
<td>971.00</td>
</tr>
<tr>
<td>NumberBids</td>
<td>7.22</td>
<td>6.00</td>
<td>5.91</td>
<td>2.00</td>
<td>50.00</td>
</tr>
<tr>
<td>NumberBidders</td>
<td>4.30</td>
<td>3.00</td>
<td>2.60</td>
<td>2.00</td>
<td>17.00</td>
</tr>
<tr>
<td>BidderRating</td>
<td>171.29</td>
<td>57.00</td>
<td>372.57</td>
<td>-1.00</td>
<td>7012.00</td>
</tr>
<tr>
<td>SellerRating</td>
<td>3424.69</td>
<td>1550.00</td>
<td>6334.25</td>
<td>0.00</td>
<td>37727.00</td>
</tr>
<tr>
<td>WinnerRating</td>
<td>157.09</td>
<td>49.00</td>
<td>328.60</td>
<td>-1.00</td>
<td>3959.00</td>
</tr>
<tr>
<td>DurationOfAuction</td>
<td>6.44</td>
<td>7.00</td>
<td>2.00</td>
<td>1.00</td>
<td>10.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpeningBid</td>
<td>6.19</td>
<td>2.25</td>
<td>16.64</td>
<td>1.51</td>
<td>151.26</td>
</tr>
<tr>
<td>Price</td>
<td>61.18</td>
<td>23.44</td>
<td>132.90</td>
<td>2.26</td>
<td>1061.83</td>
</tr>
<tr>
<td>NumberBids</td>
<td>7.27</td>
<td>5.00</td>
<td>6.40</td>
<td>2.00</td>
<td>38.00</td>
</tr>
<tr>
<td>NumberBidders</td>
<td>4.33</td>
<td>3.00</td>
<td>2.79</td>
<td>2.00</td>
<td>17.00</td>
</tr>
<tr>
<td>BidderRating</td>
<td>171.36</td>
<td>54.00</td>
<td>362.82</td>
<td>-1.00</td>
<td>2858.00</td>
</tr>
<tr>
<td>SellerRating</td>
<td>1327.90</td>
<td>638.00</td>
<td>1633.23</td>
<td>1.00</td>
<td>6621.00</td>
</tr>
<tr>
<td>WinnerRating</td>
<td>125.09</td>
<td>46.00</td>
<td>242.57</td>
<td>-1.00</td>
<td>2598.00</td>
</tr>
<tr>
<td>DurationOfAuction</td>
<td>7.96</td>
<td>7.00</td>
<td>2.22</td>
<td>1.00</td>
<td>10.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpeningBid</td>
<td>9.34</td>
<td>3.16</td>
<td>30.92</td>
<td>0.03</td>
<td>303.49</td>
</tr>
<tr>
<td>Price</td>
<td>43.93</td>
<td>16.30</td>
<td>93.42</td>
<td>1.75</td>
<td>606.97</td>
</tr>
<tr>
<td>NumberBids</td>
<td>6.42</td>
<td>5.00</td>
<td>4.51</td>
<td>2.00</td>
<td>21.00</td>
</tr>
<tr>
<td>NumberBidders</td>
<td>4.01</td>
<td>3.50</td>
<td>2.04</td>
<td>2.00</td>
<td>11.00</td>
</tr>
<tr>
<td>BidderRating</td>
<td>98.53</td>
<td>40.00</td>
<td>251.95</td>
<td>0.00</td>
<td>2375.00</td>
</tr>
<tr>
<td>SellerRating</td>
<td>757.38</td>
<td>119.50</td>
<td>1056.63</td>
<td>17.00</td>
<td>3380.00</td>
</tr>
<tr>
<td>WinnerRating</td>
<td>128.74</td>
<td>25.00</td>
<td>421.22</td>
<td>-1.00</td>
<td>3959.00</td>
</tr>
<tr>
<td>DurationOfAuction</td>
<td>6.82</td>
<td>7.00</td>
<td>2.24</td>
<td>3.00</td>
<td>10.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpeningBid</td>
<td>11.71</td>
<td>3.60</td>
<td>36.30</td>
<td>0.01</td>
<td>650.00</td>
</tr>
<tr>
<td>Price</td>
<td>56.75</td>
<td>15.50</td>
<td>119.78</td>
<td>0.06</td>
<td>971.00</td>
</tr>
<tr>
<td>NumberBids</td>
<td>7.32</td>
<td>6.00</td>
<td>5.87</td>
<td>2.00</td>
<td>50.00</td>
</tr>
<tr>
<td>NumberBidders</td>
<td>4.33</td>
<td>3.50</td>
<td>2.60</td>
<td>2.00</td>
<td>17.00</td>
</tr>
<tr>
<td>BidderRating</td>
<td>182.51</td>
<td>64.00</td>
<td>391.11</td>
<td>0.00</td>
<td>7012.00</td>
</tr>
<tr>
<td>SellerRating</td>
<td>4753.09</td>
<td>2349.00</td>
<td>7600.33</td>
<td>0.00</td>
<td>37727.00</td>
</tr>
<tr>
<td>WinnerRating</td>
<td>175.44</td>
<td>57.00</td>
<td>343.80</td>
<td>0.00</td>
<td>3959.00</td>
</tr>
<tr>
<td>DurationOfAuction</td>
<td>5.72</td>
<td>5.00</td>
<td>1.55</td>
<td>1.00</td>
<td>10.00</td>
</tr>
</tbody>
</table>

4.2. Covariate information

Using the notation from Section 2.3, we define the following regression covariates:

- \( Z_{j1} \): (log) staring price for auction \( j \)
- \( Z_{j2} \): (log) item’s final price (or selling price) for auction \( j \)
- \( Z_{j3} \): (log) seller reputation (+5) for auction \( j \)
- \( Z_{j4} \): (log) current average bidder experience (+5) for auction \( j \)
- \( Z_{j5} \): (log) current number of bidders for auction \( j \)
- \( Z_{j7} \): a dummy variable indicating usage of secret reserve price in auction \( j \)
- \( Z_{j8} \): duration of auction \( j \) (in days)
- \( Z_{j9} \): a dummy variable for the product category type in auction \( j \)

A few comments are in order. The covariate \( Z_{j1} \) is simply the natural log of the starting price for auction \( j \). Similarly, \( Z_{j2} \) denotes the item final price\(^\text{11} \) on the log scale. The covariate \( Z_{j3} \) denotes the log of the seller rating\(^\text{12} \). Since some sellers have negative ratings in the range \((-4, ..., -1)\), we add 5 to each seller’s rating before taking logs, thus assuring that the log-transformation is well-defined.

We also include information on the bidder experience. As for the seller ratings, we compute the log of the average bidder rating after adding 5. However, note that in contrast to the seller rating, the average bidder rating does not remain constant throughout the auction. In fact, the average rating of currently participating bidders changes with every new incoming bid. We therefore use a dynamic covariate that takes this change into account.

Using an evenly spaced grid of points across the auction duration, say \( t_1, t_2, ..., t_n \), the current mean bidder rating at \( t_i \) is calculated as the average rating of all bidders that participate at or before time \( t_i \). Taking logs, we denote this covariate by \( Z_{j4} \). Thus, \( Z_{j4} \) measures the average experience level of currently participating bidders.

As with the mean bidder ratings, the number of bidders also changes with every new incoming bid. In order to measure the effect of the current number of bidders on the price formation, we create another dynamic covariate \( Z_{j5} \). Using the same grid as above, \( Z_{j5} \) denotes the (log of) the total number of bidders that participate at or before \( t_i \). In that sense, \( Z_{j5} \) measures the effect of the current competition level.

In order to capture the effect of currency on the auction outcome, we include a dummy variable, \( Z_{j6} \), which assumes the value one for auctions in US currency and the value zero for auctions in non-US currency (GBP or the Euro). Thus, \( Z_{j6} \) measures the geographical market differences in the bidding dynamics between the US and Europe. A similar dummy variable \( (Z_{j7}) \) is created for the secret reserve price which is set equal one if the seller uses this option.

Another important factor of price formation is auction duration measured by the covariate \( Z_{j8} \). Most

\(^{11}\) By item final price we mean the selling price i.e. the price that the highest bidder pays.

\(^{12}\) We measure seller reputation as the total number of positive feedback minus the total number of negative feedback. Alternative ways exist, e.g. the ratio of positive to total feedback.
auctions on eBay range from 1 days to 10 days. In order to measure the effect of duration, auctions of different length have to be incorporated into the same functional regression model. Varying-length auctions result in varying-length smoothing splines \( f(t) \). In order to align splines of different length, we standardize auction duration into unit-time intervals. After this standardization, every auction has starting time 0 and ending time 1.

Only few other studies before consider a wide variety of product categories. Our data set comprises a total of 17 high-level eBay categories, summarized in Table 2. In order to study price differences due to different categories, model-parsimony suggests reducing this large number into smaller and more homogeneous groups. We accomplish this by curve-clustering.

The basic idea of curve-clustering is as follows (see 13, for more details). Cluster analysis is a multivariate method useful for finding natural segments or groupings within a large set of potentially high- but finite-dimensional data. Cluster analysis is a standard exploratory tool and it has found many applications in marketing, finance or others. However, the problem that arises when attempting to generalize the method to the clustering of curves is that a continuous curve is of infinite dimension. Thus, the method cannot be applied directly. [12] overcome this problem by using a low-dimensional representation of the infinite-dimensional curve. Note that the spline-coefficients \( \beta = (\beta_0, \beta_1, \ldots, \beta_p, \beta_{p+1}, \ldots, \beta_{pL})^T \) determine the curve uniquely within the set of all splines of order \( m \). Furthermore, the dimension of \( \beta \) is finite and typically rather low. Thus, rather than clustering the curve directly, we apply standard tools\(^{13}\) to the set of spline coefficients.

We apply curve-clustering in the following way. First, we calibrate the functional regression model using a dummy variable for each of the 17 different categories. This results in 17 different parameter curves, similar to Fig. 4, one for each of the categories. The goal is to group categories that exhibit similar dynamics. To that end, we use curve-clustering and join categories with similar parameter curves into the same group. This results in two distinct groups of item categories. Table 3 shows the membership for each of these two groups, denoted A and B. The dummy variable \( Z_j \) assumes the value one for products in category B.

Our analysis also reveals significant interactions between several variables. While the usage of interaction terms is well understood in traditional statistics, there has been, to date, no application of the interaction-concept to the context of functional data analysis. Generalizing the interaction-concept to functional modeling is not straightforward, in part since its interpretation can be prohibitively complicated. The following results show that the functional interaction term proves very useful, especially in the auction setting.

### 4.3. Results

In the following we provide a detailed discussion of our results\(^{14}\).

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Break-down of eBay categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td></td>
</tr>
<tr>
<td>Antique/art</td>
<td>0.79%</td>
</tr>
<tr>
<td>Automotive</td>
<td>5.45%</td>
</tr>
<tr>
<td>Books</td>
<td>2.38%</td>
</tr>
<tr>
<td>Business/industrial</td>
<td>1.19%</td>
</tr>
<tr>
<td>Clothing/accessories</td>
<td>5.75%</td>
</tr>
<tr>
<td>Coins/stamps</td>
<td>0.99%</td>
</tr>
<tr>
<td>Collectibles</td>
<td>10.01%</td>
</tr>
<tr>
<td>Computing</td>
<td>2.28%</td>
</tr>
<tr>
<td>Consumer electronics</td>
<td>5.35%</td>
</tr>
<tr>
<td>Health/beauty</td>
<td>1.09%</td>
</tr>
<tr>
<td>Home/garden</td>
<td>6.94%</td>
</tr>
<tr>
<td>Jewelry</td>
<td>2.78%</td>
</tr>
<tr>
<td>Music/movies/games</td>
<td>23.09%</td>
</tr>
<tr>
<td>Pottery/glass</td>
<td>8.82%</td>
</tr>
<tr>
<td>Sports</td>
<td>11.40%</td>
</tr>
<tr>
<td>Tickets/travel</td>
<td>0.50%</td>
</tr>
<tr>
<td>Toys/hobbies</td>
<td>11.20%</td>
</tr>
<tr>
<td>Total</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

\(^{13}\) In this paper we use the L-means algorithm.  
\(^{14}\) We also investigated the robustness of our results on a holdout sample and found that our model is not sensitive to overfitting or different specificatins of the smoothing parameters.
4.3.1. Seller’s mechanism design choices — starting price, reserve and duration

Consider the left-most panel in Fig. 5 that shows the estimated parameter curves associated with the (log-) starting price. The top panel shows the parameter curve for a regression on the current price, \( f(t) \), while the middle and the bottom panels correspond to regressions on the price velocity \( (f'(t)) \) and price acceleration \( (f''(t)) \).

The parameter curve in the top graph is positive throughout the entire auction, starting at about 0.7 and ending just below 0.1. A positive parameter implies a positive relationship between the starting price and current price. Note that this relationship is statistically significant as indicated by the very tight confidence bounds (dashed lines) that remain above zero throughout\(^{15}\). The implication is that the higher the starting price, the higher the current price. However, although the parameter remains positive, it gradually declines in magnitude towards the auction end. The decreasing magnitude implies that the impact of the size of the starting price on the price formation process reduces throughout the auction. In other words, the information contained in the starting price loses its usefulness for explaining the current price. Consistent with auction theory, we observe that the starting price influences entry into the auction and has higher signaling value in the early stages of the price formation process.

---

\(^{15}\) We used 95% confidence levels for all confidence bounds.
know, for instance, that more experienced sellers make better mechanism design choices that attract a higher number of bidders [6]. This effect tends to lessen as the auction rounds progress and the competitive elements of the auction on hand take over. This also motivates us to consider the interaction between the number of bidders and the starting price, as described in Section 4.3.2.

The impact of the starting price on the price dynamics can be seen in the middle and bottom panels. The middle panel shows that the parameter curve associated with the price velocity is negative throughout the auction. This negative relationship means that higher starting prices result in slower price increases. The higher the starting price, the smaller the difference to an item’s valuation. Bidders, unclear about the exact valuation, can be expected to place smaller increments above the starting price, resulting in lower auction dynamics and thus a slower price formation.

Yet even more information about the price formation process can be extracted from the relationship between the starting price and the price acceleration in the bottom panel. It is most noteworthy that the parameter curve changes its sign from positive to negative about mid-way through the auction and decreases further to the end. The negative parameter estimate at the auction end implies that high starting prices are associated with a high negative price acceleration, or price deceleration. Put differently, auctions with high starting prices experience

Fig. 6. Estimated parameter curves for number of bidders and their interaction with the starting price, seller reputation and its interaction with auction duration.
a slowdown in the price increase at the end of the auction and vice versa. This finding is interesting in light of the commonly encountered phenomenon of bid sniping.

It is observed that the usage of a hidden reserve price has a positive impact on the price level, but during the second half of the auction, such a tool used by the seller results in slower price increases than in non-reserve auctions.

The relationship between auction duration and price formation is strongest during the middle of the auction and has a negative sign. While eBay’s auctions experience heavy participation at the beginning and at the end, the auction-middle is typically marked by a “draught” with only few incoming bids. Our analysis shows that this draught is stronger in longer-lasting auctions. On the other hand, participation is typically heavy at the auction end and our analysis of the price velocity shows that at the end the auction dynamics are larger for longer lasting auctions.

4.3.2. Competition — number of bidders and interaction with opening bid

The first panel in Fig. 6 shows the effect of the current number of bidders. The top graph shows that, not surprisingly, the number of bidders is positively associated with the current price. A larger number of bidders results in increased competition for the item and thus in a higher (final) price. Interestingly, though, the strength of this relationship is strongest in the middle of the auction. (Note the \(\cap\)-shape of the graph.) The middle of the auction typically experiences the smallest amount of bidder participation, marked by “evaluators” who place only a single bid and do not return until the auction is over (see [4]). These evaluators typically place higher bids than the average bidder, resulting in a stronger price increase per bidder.

The middle and bottom graph reveal the impact of competition on price dynamics. Note the decreasing parameter curves for both the price velocity and acceleration. eBay’s auctions typically experience most bidding activity at the end. This is commonly described as bid sniping where, during the last moments, bidders compete heavily with each other since the winner takes it all. A high competition level is therefore not uncommon at the auction end, in contrast to earlier stages of the auction. The coefficients of the price dynamics thus suggest that the same competition level early in the auction results in a much stronger price velocity and acceleration than at the auction end.

It is rewarding to carefully examine the interaction between the number of bidders and the starting price. The shape of the parameter curve is almost exactly the opposite of the main effect of the number of bidders. In particular, the interaction for the price evolution is negative! The implication is that, although the current number of bidders has a positive effect on the price formation process, the magnitude of this effect is reduced for a large starting price. A similar moderating effect can be seen for the auction dynamics.

4.3.3. Seller reputation and interaction with auction duration

We observe that seller ratings, which also proxy for experience, negatively correlate with price levels and are moderated by the auction duration. Since we observe a negative main effect and a positive interaction effect, we conclude that in longer auctions, higher seller ratings result in higher price levels. Looking at the dynamics, we also observe that the effect weakens as duration increases.

4.3.4. Market characteristics — item value, currency, category

The impact of the item’s value is shown in the left-most panel of Fig. 7. As in the case of the starting price, the relationship between value and the current price (top graph) is positive throughout the auction, implying that auctions with higher-valued items attract higher bids. However, in contrast to the starting price, the strength of this relationship increases steadily. This is not surprising: at the beginning of the auction, it appears that bidders either have not yet formed a clear opinion about the item’s valuation or are not yet willing to fully reveal their valuation. Either way, the price formation is not strongly associated with the item’s value. This changes at the end of the auction. At the end, bidders receive an ever increasing amount of information, from other participants and also possibly from outside sources. As the auction closes they are also more willing to reveal their true valuation in order to win the item. It is reasonable to assume towards the end that eBay’s second-price mechanism induces truth-telling. Using the lens of William Vickrey’s (1961) stylized model, eBay’s mechanism is a hybrid between an open ascending English auction and a sealed bid second price auction. For such hybrid mechanisms multiple equilibria are likely to exist and are being currently explored [2,9]. Towards the end of the auction it is straightforward to prove that the absence of any response time to other bidders makes truth-telling sniping a weakly dominant strategy, and the eBay auction resembles a second-price sealed bid auction. Thus the strength of the relationship increases.

As for the dynamics, we can see that towards the auction end higher prices are associated with an increase in bidding dynamics. Indeed, while an item with a higher price strongly correlates with a faster price increase (middle graph), it is also associated with a faster rate of
These two graphs suggest that for auctions with highly valuable items, fast price accelerations at closing can be expected. One explanation is that bidders for high-value items are more price-sensitive and act more strategically in placing their bids compared to bidders for inexpensive goods. It also suggests that bid sniping is more prevalent in high-value auctions.

With respect to the currency effect, since we control for an item’s final price, it is not surprising that the coefficient of the price path is near zero at the auction end. However, the dynamics are more interesting. Overall, US auctions experience faster price movement at the auction-end than their European counterparts. We also find that compared to European auctions, the price levels of US auctions are on average 4% higher during the first half of the auction. These results indicate that the US market, in contrast to Europe, is characterized by both early bidding and late bidding. While late bidding appears to be the dominant strategy in the European market, it is stronger in the US. This may indicate a fundamental cross-cultural difference in bidding habits.

We find that prices of category B items are somewhat lower than category A items throughout the auction. The rate of price increase for category B items (Jewelry, Clothing, Antiques etc.) starts out slower than category
A, but from mid-auction it catches up and subsequently increases at a faster rate.

4.3.5. Current average bidder experience

Recall that in contrast to the seller rating, the average bidder rating does not remain constant throughout the auction. In fact, the average rating of currently participating bidders changes with every new incoming bid. We therefore use a dynamic covariate (average experience level) that takes this change into account. We observe a negative relationship with the current price, suggesting that experience pays off in terms of a lower price. However, once again the dynamics shed more light: It is evident that a higher experience level is suggestive of enhanced strategizing on the part of the bidders. We observe that early in the auction, high experience leads to slow price formation. This indicates that experienced bidders appear to hold back their valuations and do not bid early, a rational consistent with the literature on sniping [21].

5. Conclusion

In this paper, using a random sample of 1009 eBay auctions, we demonstrate how functional data modeling can be applied to understand the process of price formation and its dynamics in online auctions on eBay. We believe that such an understanding enhances researchers’ ability to examine the drivers of the price formation process of online auctions. It facilitates new conversations regarding the temporal nature of the various effects and their interactions, and provides important clues to practitioners using such mechanisms to serve their self-interest (sellers maximizing revenue, bidders maximizing surplus, auction sites maximizing profit). Our key finding is that there is almost little or no informational content in the middle stages of an eBay online auction’s price formation process. This finding suggests that there is significant scope for enhancing the price formation contribution of the early and middle stages of eBay’s auction mechanism. We find that the incremental impact of an additional bidder’s arrival on the rate of price increase is smaller at the end of the auction. This suggests that towards the closing sniping stages of the auction, eBay’s progressive mechanism verifiably turns into a sealed bid second price mechanism. We find that “stakes” do matter and that the rate of price increase is higher for more expensive items, especially at the start and end of an auction. It is observed that higher seller ratings (which correlate with experience) positively influence the price dynamics, but the effect is weaker in auctions with longer durations. In an interesting cross-cultural effect, we find that compared to European auctions, US auctions get 4% higher price levels during the first half of the auction. After that the price levels are comparable. The second order dynamics of this effect suggest that the main difference is in the middle of the auction. While US auctions have faster price increases during the beginning and end of the auction, they are slower than European auctions during the middle duration. Another interesting finding is that price level is negatively related to auction duration when the seller has a low rating! However, in auctions with high-rated sellers longer auctions achieve higher price levels throughout the auction, and especially at the start and end. This suggests that new and inexperienced sellers are better off using shorter auction durations initially, and then switching to longer durations as their reputation increases. To the best of our knowledge, prior research has not shown the effects of interactions between a seller’s ratings and their mechanism design choices, even in a static environment.

While IT-centric sites such as eBay facilitate billions of dollars of economic exchange, it is our belief that the research community is yet to fully exploit the enhanced information processing capabilities towards the design science [10] of electronic markets. We find it intriguing that eBay uses a pre-determined and static bid increment schedule for every single one of the billions of auctions it conducts. Recent work [4] suggests that by adopting sub-optimal bid increments the mechanism is potentially leaving significant money on the table at the cost of the sellers. Consider the case of an auction possessing above average acceleration towards the final closing stages. Since acceleration leads to higher velocity, which leads to higher price, a hypothetical “design science enabled auction mechanism” would anticipate higher bidding intensity and be willing to set a higher “target” for the bidders. Given eBay’s hard closing time, the only way the mechanism can adapt the target is by setting a higher than (current) one percent bid increment to add to the second highest bid. Clearly, it would not want to do this in auctions that do not have increasing intensity, as it would increase the likelihood of an otherwise eligible bidder falling through the crack! We believe that the study of dynamic mechanisms design aspects, such as dynamic bid increments and dynamic buy-it-now prices, and their accompanying endogeneity issues, promises to be an exciting area of future research. This study contributes by seeding the dialogue with comprehensive descriptive empirical insights of the dynamics of the price formation process.

---

16 We also investigated whether this finding is merely a consequence of eBay’s increasing bid-increment policy and found that bids are typically significantly higher than the minimum increment, on average $10 higher.
Appendix A. Estimation of the smoothing spline

To describe the minimization of the penalized residual sum of squares in Eq. (2), we define the \((L+p+1)\) vector of spline basis functions

\[
x(t) = (1, t, t^2, \ldots, t^p, [(t - \tau_1)_+], \ldots, [(t - \tau_L)_+])
\]

and note that we may write the spline in Eq. (1) as \(f(t) = x(t)^\top \tilde{\beta}\), where \(\tilde{\beta} = (\tilde{\beta}_0, \tilde{\beta}_1, \ldots, \tilde{\beta}_p, \tilde{\beta}_1, \ldots, \tilde{\beta}_p)\) is the \((L+p+1)\) parameter vector. The roughness penalty can now be written as

\[
\text{PEN}_m = \tilde{\beta}^\top D \tilde{\beta},
\]

where the symmetric positive semi-definite penalty matrix \(D\) is defined as

\[
D = \int \{D^m x(t)^\top\} \{D^m x(t)\} dt.
\]

We can now rewrite the penalized residual sum of squares in Eq. (2) as

\[
Q_{r.m} = \lambda \tilde{\beta}^\top D \tilde{\beta} + \sum_{i=1}^{n} \{y_i - x(t_i)^\top \tilde{\beta}\}^2.
\]

Let \((\tilde{y}_1, \ldots, \tilde{y}_n)^\top\) denote the vector of the observed bids and define the matrix of spline basis functions

\[
X = \begin{pmatrix}
x(t_1) \\
x(t_2) \\
\vdots \\
x(t_n)
\end{pmatrix}.
\]

Eq. (8) can now be rewritten as

\[
Q_{r.m} = \lambda \tilde{\beta}^\top D \tilde{\beta} + \tilde{y}^\top (X^\top X + \lambda D)^{-1} X^\top \tilde{y}.
\]

Setting the gradient of the right hand side of Eq. (10) equal to zero and rearranging terms yields the estimating equations

\[
(X^\top X + \lambda D) \tilde{\beta} = X^\top \tilde{y}.
\]

Solving for \(\tilde{\beta}\) in Eq. (11) gives the penalized spline estimator

\[
\tilde{\beta}_{ps} = (X^\top X + \lambda D)^{-1} X^\top \tilde{y}.
\]

We note that the Hessian matrix of Eq. (10) is

\[
2(X^\top X + \lambda D).
\]

Since the matrix \(X^\top X\) is positive definite and \(\lambda D\) is positive semi-definite, the Hessian matrix is positive definite and, hence, \(\tilde{\beta}_{ps}\) in Eq. (12) indeed minimizes the penalized residual sum of squares in Eq. (10).
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